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10. Military Artificial Intelligence 
as a Contributor to Global 

Catastrophic Risk 

Matthijs M. Maas, Kayla Lucero-Matteucci,  
and Di Cooke

It should hardly be surprising that military technologies have featured 
prominently in public discussions of global catastrophic risk (GCR).1 
The prospect of uncontrolled global war stands as one of the oldest and 
most pervasive scenarios of what total societal disaster would look like. 
Conflict has always been able to devastate individual societies; in the 
modern era, technological and scientific progress has steadily increased 
the ability of state militaries, and possibly others, to inflict catastrophic 
violence.2

There are many technologies with this capacity, with artificial 
intelligence (AI) becoming a more notable one in recent years. 
Increasingly, experts from numerous fields have begun to focus on AI 
technologies’ applications in warfare, considering how these could pose 
risks, or even new GCRs. While the technological development of military 
AI and the corresponding study of its impacts are still at an early stage, 
both have also progressed dramatically in the past decade. Most visibly, 
the development and use of Lethal Autonomous Weapons (LAWS) has 
sparked a heated debate, spanning both academic and political spheres.3 
However, in actuality, military applications of AI technology extend far 
beyond controversial ‘killer robots’—with diverse uses from logistics to 
cyberwarfare, and from communications to training.4
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It is anticipated that these applications may lead to many novel 
risks for society. The growing trend of utilising AI across defence-
related systems creates new potential points for technical failure or 
operator errors; it can result in unanticipated wide-scale structural 
transformations in the decision environment or may negatively 
influence mutual perceptions of strategic stability, exacerbating the 
potential for escalation resulting in global catastrophic impacts. Even 
in less directly kinetic or lethal roles, such as intelligence-gathering 
or logistics, there is concern that the use of AI systems might still 
circuitously lead to GCRs. Finally, there are possible GCRs associated 
with the future development of more capable AI systems, such as 
artificial general intelligence (AGI); while these final potential GCRs 
are not the direct focus of this chapter, it should be noted that these 
risks could be especially significant in the military context, and that 
this would require caution rather than complacency.

Despite the ongoing endeavours around the world to leverage more 
AI technology within the national security enterprise, current efforts 
to identify and mitigate risks resulting from military AI are still very 
much nascent. At a technical level, one of the most pressing issues 
facing the AI technical community today is that any AI system is prone 
to a wide array of performance failures, design flaws, unexpected 
behaviour, or adversarial attacks.5 Meanwhile, numerous militaries 
are devoting considerable time and resources towards deploying AI 
technology in a range of operational settings. Despite this, many still 
lack clear ethics or safety standards as part of their procurement and 
internal development procedures for military AI.6 Nor have most state 
actors actively developing and deploying such systems agreed to hard 
boundaries limiting the use of AI in defence, or engaged in establishing 
confidence-building measures with perceived adversaries.7

It is clear that military AI developments could significantly affect 
the potential for GCRs in this area, making the exploration of this 
technological progression and its possible impacts vital for the GCR 
community. Now that AI techniques are beginning to see real-world 
uptake by militaries, it is more crucial than ever that we develop a 
detailed understanding about how military AI systems might be 
considered as GCRs in their own right, or how they might be relevant 
contributors to military GCRs. In particular, from a GCR perspective, 
further attention is needed to examine instances when AI intersects with 
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military technologies as destructive as nuclear weapons, potentially 
producing catastrophic results. To enable a more cohesive understanding 
of this increasingly complex risk landscape, we explore the established 
literature and propose further avenues of research. 

Our analysis proceeds as follows: after reviewing past military GCR 
research and recent pertinent advancements in military AI, this chapter 
turns the majority of its focus on LAWS and the intersection between 
AI and the nuclear landscape, both of which have received the most 
attention thus far in existing scholarship. First examining LAWS, we 
assess whether they might constitute GCRs, and argue that while these 
systems are concerning, they do not yet appear likely to be a GCR in the 
near term, considering current and anticipated production capabilities 
and associated costs. We then delve into the intersection of military 
AI and nuclear weapons, which we argue has a significantly higher 
GCR potential. We examine the GCR potential of nuclear war, briefly 
discussing the debates over when, where, and why it could lead to a GCR. 
Furthermore, after providing recent geopolitical context by identifying 
relevant converging global trends which may also independently raise 
the risks of nuclear warfare, the chapter turns its focus to the existing 
research on specific risks arising at the intersection of nuclear weapons 
and AI. We outline six hypothetical scenarios where the use of AI systems 
in, around, or against nuclear weapons could increase the likelihood of 
nuclear escalation and result in global catastrophes. Finally, the chapter 
concludes with suggestions for future directions of study, and sets the 
stage for a research agenda that can gain a more comprehensive and 
multidisciplinary understanding of the potential risks from military AI, 
both today and in the future.

Risks from (military) AI within the Global 
Catastrophic Risks field

Before understanding how military AI might be a GCR, it is important to 
understand how the GCR field has viewed risks from AI more broadly. 
Within the GCR field, there has been growing exploration of the ways 
in which AI technology could one day pose a global catastrophic or 
existential risk.8 Such debates generally have not focused much on the 
military domain in the near term, however. Instead, they often focus 
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on how such risks might emerge from future, advanced AI systems, 
developed in non-defence (or, at best, broadly ‘strategic’) contexts or 
sectors. These discussions have often focused on the development of 
Artificial General Intelligence (AGI) systems that would display “the 
ability to achieve a variety of goals, and carry out a variety of tasks, 
in a variety of different contexts and environments”9 with performance 
equivalent or superior to a human in many or all domains. These are, 
of course, not the only systems studied: more recent work has begun to 
explore the prospects for, and implications of, intermediate ‘High-Level 
Machine Intelligence’10 or ‘Transformative AI’11—types of AI systems 
that would be sufficient to drive significant societal impacts—without 
making strong assumptions about the architecture, or ‘generality’, of the 
system(s) in question. 

Whichever term is used, across the GCR field (and particularly in 
the subfields of AI safety and AI alignment) there has been a long-
running concern that if technological progress continues to yield more 
capable AI systems, such systems might eventually pose extreme risks 
to human welfare if they are not properly controlled or aligned with 
human values.12 Unfortunately, pop-culture depictions of AI have 
fed some misperceptions about the actual nature of the concerns in 
this community.13 As this community notes itself, there is still deep 
uncertainty over whether existing approaches in AI might yield progress 
towards something like AGI,14 or when such advanced systems might 
be achieved.15 Nonetheless, they point to a range of peculiar failure 
modes in existing machine learning approaches,16 which often display 
unexpected behaviours, achieving the stated target goals in unintended 
(and at times hazardous) ways.17 Such incidents suggest that the safe 
alignment of even today’s machine-learning systems with human 
values will be a very difficult task;18 that it is unlikely that this task will 
become easier if or when AI systems become highly capable; and that 
even minor failures to ensure such alignment could have significant, 
even globally catastrophic societal impacts.19

However, while the continued investigation of such future risks 
is critical, these are not strictly the focus of this chapter, which rather 
looks at the intersection of specifically military AI systems with GCRs, 
today or in the near-term. Indeed, with only a few exceptions,20 existing 
GCR research has paid relatively little attention to the ways in which 
military uses of AI could result in catastrophic risk. That is not to say 
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that the GCR community has not been interested in studying military 
technologies in general. Indeed, there have been research efforts to 
learn from historical experiences with the safe development and 
responsible governance of high-stakes military technologies, to derive 
insights for critical questions around the development, deployment, 
or governance of advanced AI. This research includes (for example) 
analyses of historical scientific dynamics around (strategically relevant) 
scientific megaprojects,21 the plausibility of retaining scientific secrecy 
around hazardous information,22 or the viability of global arms control 
agreements for high-stakes military technologies.23 Other work in 
this vein has studied the development of, impacts of, and strategic 
contestation over previous ‘strategic general-purpose technologies’ with 
extensive military applications, such as biotechnology, cryptography, 
aerospace technology, or electricity.24 However, these previous inquiries 
work by analogy, and have neglected to thoroughly examine in detail the 
object-level question of whether or how existing or near-term military 
AI systems could themselves constitute a GCR. 

Thus far, the predominant focus on military AI as GCRs has been on 
LAWS, and on nuclear weapons. The former should not be surprising, 
given the strong resonance of ‘killer robots’ in the popular imagination. 
The latter should not be surprising, given that the GCR field’s 
examination of military technologies has its roots in original concerns 
about nuclear weapons. Indeed, in the past 75 years, long before terms 
such as GCR or existential risk even came to be, the threat of nuclear 
weapons inspired a wave of work, study, and activism to reckon with 
the catastrophic threats posed by this technology.25 Still, at the present 
moment, the exploration of how military AI might intersect with or 
augment the dangers posed by destructive technologies such as nuclear 
weapons is still in its early stages. 

Before delving into military AI as a potential GCR, it is also crucial 
to first define what we consider to be a GCR. Global catastrophic risks 
(GCRs) are risks which could lead to significant loss of life or value 
across the globe, and which impact all (or a large portion) of humanity. 
There is not yet widespread agreement on what this means exactly, what 
threshold would count as a global catastrophe,26 or what the distinction 
is between GCRs and existential risks. For many discussions within 
the field of GCR, and for many of the risks discussed in other chapters 
in this volume, such ambiguity may not matter much, if the potential 
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risks discussed are so obviously catastrophic in their impacts (virtually 
always killing hundreds of millions, or even resulting in extinction) 
that they would undeniably be a GCR. Yet in the domain of military 
AI (as with other weapons technologies), one may confront potential 
edge-case scenarios—involving the projected deaths of hundreds of 
thousands, or even millions, but where it is unclear if this (plausibly) 
would reach higher. 

Within our chapter, we therefore need some working threshold 
for what constitutes a GCR, even if any threshold is (by its nature) 
contestable. What is a workable threshold to use here for GCRs? One early 
influential definition by Bostrom and Cirkovic holds that a catastrophe 
causing 10,000 fatalities (such as a major earthquake or nuclear 
terrorism) might not qualify as a global catastrophe, whereas one that 
“caused 10 million fatalities or 10 trillion dollars’ worth of economic loss 
(e.g., an influenza pandemic) would count as a global catastrophe, even 
if some region of the world escaped unscathed.”27 However, while there 
is therefore clear definitional uncertainty, in this chapter we will utilise 
a lower bound for GCRs that lies in the middle of the range indicated 
by Bostrom and Cirkovic. To be precise, we understand a GCR to be an 
event or series of directly connected events which result in at least one million 
human fatalities within a span of minutes to several years, across at least several 
regions of the world. 

To understand whether and in what ways military AI could 
contribute to GCRs of this level, we next sketch the speed and direction 
by which this technology has been developed and deployed for military 
purposes, both historically and in recent years.

Advances in military AI: Past and present 

The use of computing and automation technologies in military 
operations itself is hardly new. Indeed, the history of AI’s development 
has been closely linked to militaries, with many early advances in 
computing technologies, digital networks, and algorithmic tools finding 
their genesis in military projects and national strategic needs.28 During 
the Cold War, there were repeated periods of focus on the military 
applications of AI, from early RAND forecasts exploring long-range 
future trends in automation29 to discussions of the potential use of AI in 
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nuclear command and control (NC2) systems management.30 As such, 
military interest in AI technology has proven broadly robust, despite 
periods of occasional disillusionment during the ‘AI winters’. Even 
when individual projects failed to meet overambitious goals and were 
cancelled or scaled back, they still helped advance the state of the art; 
such was the case with the US’s 1980s Strategic Computing Initiative—a 
ten-year, $1 billion effort to achieve full machine intelligence.31 Moreover, 
by the 1990s, some of these investments seemed to be beginning to pay 
off on the battlefield: for instance, during the first Gulf War, as a wide 
range of technologies contributed to a steeply one-sided Coalition 
victory over Iraqi forces,32 the US military’s use of the Dynamic Analysis 
and Replanning Tool (DART) tool for automated logistics planning and 
scheduling was allegedly so successful that DARPA claimed this single 
application had promptly paid back 30 years of investment in AI.33 

This long-standing relation between militaries and AI technology also 
illustrates how—just as there is not a single ‘AI’ technology, but rather 
a broad family of architectures, techniques, and approaches—likewise 
there is not one ‘military AI’ use case (e.g. combat robots). Rather, 
weapons systems have, for a very long time, been positioned along a 
spectrum of various forms of automatic, automated, or autonomous 
operation.34 Many of these are therefore not new to military use: indeed, 
armies have been operating ‘fire and forget’ weapons (i.e. weapons that 
do not require further external intervention or guidance after launch) 
for over 70 years, dating back to the acoustic (sound-tracking) homing 
torpedoes that already saw use during the Second World War.35 In 
restricted domains, such as at sea, fully autonomous ‘Close-in Weapon 
Systems’ (last-defence anti-missile cannons) have been used for years 
by dozens of countries to defend their naval vessels.36

Still, recent years have seen a notable acceleration in the militarisation 
of AI technology.37 The market for the use of AI in military uses was 
estimated at $6.3 billion in 2020, and was then projected to double to 
$11.6 billion by 2025.38 Investments are led by the US, China, Russia, 
South Korea, the UK, and France,39 but also include efforts by India, 
Israel, and Japan.40

What is the exact appeal of AI capabilities for militaries? Generally 
speaking, AI has been described as a ‘general-purpose technology’ 
(GPT),41 suggesting that it is likely to see global diffusion and uptake, even 
if there may be shortfalls amid rushed applications.42 This also extends 
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to the military realm. Although uptake of military AI differs by country, 
commonly highlighted areas of application include improved analysis 
and visualisation of large amounts of data for planning and logistics; 
pinpointing relevant data to aid intelligence analysis; cyber defence 
and identification of cyber vulnerabilities (or, more concerningly, cyber 
offence); early warning and missile defence; and autonomous vehicles 
for air, land, or sea domains.43

Given this range of uses, there has been significant government 
attention for the strategic promise of the technology. US scholars 
describe AI as having prompted a new ‘revolution in military affairs’;44 
Chinese commentators project that virtually any aspect of military 
operations might be improved, made faster, or more accurate—or as 
they call it, ‘intelligentised’45—through AI. In this way, AI could enable 
‘general-purpose military transformations’ (GMT).46 Consequently, 
many anticipate far-reaching or even foundational changes in military 
practice. Even those with a more cautious outlook still agree that AI 
systems can serve as a potent ‘evolving’ and ‘enabling’ technology that 
will have diverse impacts across a range of military fields.47 This has led 
some to anticipate widespread and unconstrained proliferation of AI, on 
the assumption that “[t]he applications of AI to warfare and espionage 
are likely to be as irresistible as aircraft”.48 Still, this should come with 
some caveats.

In the first place, many applications of military AI may appear 
relatively ‘mundane’ in the near term. As argued by Michael Horowitz, 
“[m]ost applications of AI to militaries are still in their infancy, and most 
applications of algorithms for militaries will be in areas such as logistics 
and training rather than close to or on the battlefield”.49 Indeed, early US 
military accounts on autonomy maintain that there are only particular 
battlefield conditions under which that capability adds tactical value.50 
Despite the ambitious outlook and rhetoric of many national defence 
strategies around AI, in practice their focus appears to be more on 
rapidly maximising the benefits from easily accessible or low-hanging 
AI applications in areas such as logistics and predictive maintenance, 
rather than working immediately towards epochal changes.51

Secondly, while there are significant technological breakthroughs 
in AI, a number of technological and logistical challenges are likely 
to slow implementation to many militaries, at least in the near 
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term of the next decade. All military technologies, no matter how 
powerful, face operational, organisational, and cultural barriers to 
adoption and deployment,52 and there is no reason to expect military 
AI will be immune to this. Indeed, militaries may face additional 
and unexpected hurdles when forced to procure such systems from 
private-sector tech companies, because of mismatches in organisational 
processes, development approaches, and system requirements,53 or 
export control restrictions or military robustness expectations that go 
beyond consumer defaults.54 Finally, emerging technologies, when in 
their early stages of development, will often face acute trade-offs or 
brittleness in performance that limit their direct military utility.55 The 
often high-profile failures of—or accidents with—early systems can also 
temper early military enthusiasm for deployment, stopping or slowing 
development, especially where it concerns more advanced applications 
such as complex drone swarms with the capacity for algorithmically 
coordinated behaviour.56

Moreover, there are factors that may slow or restrict the proliferation 
of military AI technology, at least in the near term. Military technological 
espionage or reverse engineering has proven a valuable but ultimately 
limited tool for militaries to keep pace with cutting-edge technologies 
developed by adversaries.57 In recent years, the training of cutting-edge 
AI systems has also begun to involve increasingly large computing 
hardware requirements,58 as well as important AI expert knowledge, 
which could ultimately restrict the straightforward proliferation of 
many types of military AI systems around the globe.59 

Finally, and alongside all of this, there may be political brakes, or 
even barriers, to some (if not all) military uses of AI. It should be kept 
in mind that while the adoption of any military technology may be 
driven by military-economic selection pressures,60 their development 
or use by any actors is certainly not as inevitable or foregone as it 
may appear in advance.61 Historically, states and activists have—by 
leveraging international norms, interests, and institutions—managed 
to slow, contain, or limit the development of diverse sets of emerging 
weapons technologies (from blinding lasers to radiological weapons, 
and from environmental modification to certain nuclear programs), 
achieving successes that, while not always perfect, often exceeded 
initial expectations.62 Accordingly, there is always the possibility that 
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the coming decades will see invigorated opposition to military AI that 
will impose an effective brake; however, the success of any such efforts 
will depend sensitively on questions of issue-framing, forum choice, 
and organisation.63 

As a result, the reality of military AI may appear relatively mundane, 
at least for the next few years, even as it gathers pace below the surface. 
Nonetheless, even under excessively conservative technological 
assumptions—where we assume that AI performance progress slows 
down or plateaus in the next years—AI appears likely to have significant 
military impacts. In fact, in many domains, it need not achieve further 
dramatic breakthroughs for existing capabilities to alter the international 
military landscape. As with conventional drone technologies, even 
imperfect AI capabilities (used in areas such as image recognition) 
could suffice to enable disruptive tactical and strategic effects, especially 
if they are pursued by smaller militaries or non-state actors.64 As such, 
even if we assume that more advanced AI capabilities remain out of 
reach or undesired (an assumption that may rest on thin ground), 
the development of autonomous systems could herald a wide range 
of tactical changes,65 including a shift in the so-called ‘offense-defence 
balance’66 due to increased effectiveness of offensive capabilities—
along with an increased use of deception and decoys, or changes in 
force operation and operator skill requirements, to name a few.67 But 
the question still remains: are any of these impacts plausibly globally 
catastrophic?

LAWS as GCRs

Thus far, some of the most in-depth discussions of military AI systems 
as plausible GCRs have focused on the potential risks of LAWS. In this 
section, we examine existing research and explore several proposed 
scenarios for ways by which LAWS might contribute to GCRs. 
Ultimately, we argue that the threshold of destruction (>one million 
human fatalities) necessary for a GCR leaves most (if not all) near-term 
LAWs unlikely to qualify as GCRs in isolation. 

To pose a GCR, a technology must, at some point, have lethal effects. 
To be certain, there are significant developments in directly lethal 
military AI. Of course, technical feasibility by itself does not mean the 
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development of such systems is inevitable: the existence of LAWS—or 
their mass procurement and deployment beyond prototypes—hinges 
not just on questions of technological feasibility, but also on questions 
of governments’ willingness to deploy such systems. To take the 
technological developments as a starting point, LAWS systems are 
already being developed and deployed across militaries worldwide. 
Already in 2017, a survey identified “49 deployed weapon systems with 
autonomous targeting capabilities sufficient to engage targets without 
the involvement of a human operator”.68 This number has grown 
substantially since. 

Moreover, in the past years the first fully autonomous weapons 
systems have reportedly begun to see actual (if limited) deployment. 
For instance, the South Korean military briefly deployed Samsung SGR-
A1 sentry gun turrets to the Korean Demilitarised Zone, which came 
with an optional autonomous operation mode.69 Israel has begun to 
deploy the ‘Harpy’ loitering anti-radar drone,70 and various actors have 
begun to develop, sell, or use weaponised drones capable of autonomy.71 
In 2019, the Chinese company Ziyan released the Blowfish A3: a 
machine-gun-carrying assault drone that was allegedly marketed as 
sporting ‘full autonomy’.72 2020 saw claims that Turkey had developed 
(semi-)autonomous versions of its ‘Kargu-2’ kamikaze drone;73 in the 
spring of 2021, a UN report suggested that this weapon had been used 
fully autonomously in the Libyan conflict, to attack soldiers fleeing 
battle.74 UAVs that are, in principle, capable of full autonomy have also 
reportedly seen use in the 2022 Russian invasion of Ukraine, although 
it remains difficult to ascertain whether any of these systems have been 
used in fully autonomous mode.75 Recent developments in autonomous 
weapons have also included the use of large numbers of small robotic 
drone platforms in interacting swarms.76 The Israel Defense Forces 
deployed such swarms in the May 2021 campaign on Gaza: to locate, 
identify, and even strike targets.77

In other cases, AI has been used in ways that are less autonomous, 
but which certainly show the lethality-enabling function of many 
AI technologies.78 For example, the November 2020 assassination 
of Mohsen Fakrizadeh (Iran’s top nuclear scientist) relied upon a 
remotely controlled machine gun. While the system was controlled 
by a human operator, it reportedly used AI to correct for more than a 
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second-and-a-half of input delay. This allowed the operator to fire highly 
accurately at a moving target, from a moving gun platform on a highway, 
while stationed more than 1,000 miles away.79 Other developments 
demonstrate the potential for more advanced autonomous behaviour. 
In 2020, DARPA ran AlphaDogFight, a simulated dogfight between a 
human F-16 pilot and a reinforcement-learning-based AI system, which 
saw the AI defeating the human pilot in all of their five matches.80 In the 
past decade, the US and others have also experimented with a plane-
launched swarm of 103 Perdix drones, which coordinated with one 
another to demonstrate collective decision-making, adaptive formation, 
and ‘self-healing’ behaviour.81 Experiments in swarming drones have 
continued apace since.

Perhaps unsurprisingly—due to the fact that it has had earlier adoption 
relative to other high-risk military applications—LAWS have received 
sustained public scrutiny and scholarly attention, far more so than any 
other military AI use case. Consequently, efforts to develop governance 
approaches have arisen from multiple corners,82 including at the UN 
Convention on Certain Conventional Weapons (CCW) since 2014, as well 
as within arms control communities since 2013.83 However, it is notable 
that these debates have mostly examined qualitative characteristics of 
LAWS, rather than the potential quantitative upper limit on the scale 
of violence they might enable. Specifically, opposition to LAWS has 
focused primarily (but not exclusively) on their potential violation of 
various existing legal principles or regimes under international law, 
specifically International Humanitarian Law,84 or (when used in law 
enforcement outside of war zones) under international human rights 
law;85 other discussions have explored whether LAWS, even if they 
narrowly comply with cornerstone IHL principles, might still be held to 
undermine human dignity because they involve ‘machine killing’.86 

Over time, however, some civil society actors have begun to attempt 
to understand and stigmatise LAWS swarms as a potential ‘weapon of 
mass destruction’,87 with swarms of lethal drones as a weapon system 
that could easily fall in the hands of terrorist actors or unscrupulous 
states, allowing the infliction of massive violence. This is a framing 
that has become more prominent within counter-LAWS disarmament 
campaigns,88 most viscerally in depictions of terror attacks using fully 
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autonomous microdrones that deliver small, shaped charges (such as 
the Future of Life Institute’s ‘Slaughterbot’ campaigns of 2017 and 2021).89 
This is indicative of a growing concern for the ‘quantitative’ dimension 
and potential scale of mass attacks using autonomous weapons. 

As a consequence, two distinct scenarios have often been proposed 
regarding LAWS technology as a significant global risk: terrorist use for 
mass attacks and state military use of massed LAWS forces.

Mass terror attacks on public or on GCR-sensitive targets 

One hypothetical discussed by experts focuses on the use of LAWS not 
by state militaries, but by non-state actors (such as terror groups).90 In 
theory, terrorists could subsequently leverage larger and larger swarms, 
either through direct acquisition of such militarised technology (if 
unregulated), or remote subversion of existing fleets using cyberattacks. 
Turchin and Denkenberger argue that increasingly larger quantities 
of drone swarms would be feasible as a global catastrophic risk, as it 
becomes cheaper to build drones.91 While it is possible that this could 
enable mass-casualty attacks, it seems unlikely that any non-state actor 
could scale such attacks up to the global level. Moreover, it would be 
hard for them to prepare attacks of such magnitude undetected. 

Another less explored risk would involve the (terrorist) use of 
LAWS to deliver other GCR-capable weapons or agents. For instance, 
Kallenborn and Bleek have suggested that actors could use drone swarms 
to deliver existing chemical, biological, or radiological weapons;92 others 
have suggested that non-state actors could refit crop-duster drones to 
disperse chemical or biological agents.93 In such cases, the level of risk 
is less clear: it might still be unlikely that these hypothetical events 
could be scaled up to result in a full GCR; however, this depends on the 
potency of the delivered agent in question. Ultimately, existing research 
is still very preliminary, and much further research is necessary to 
enable more concrete conclusions.

A third attack pathway could involve the malicious or terrorist use 
of autonomous weapons on sensitive critical infrastructures which, if 
damaged or compromised, would precipitate GCRs (or at least would 
instantly cripple our ability to respond to ongoing or imminent GCRs). 
Drone systems have been used by various non-state actors in recent 
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years to mount effective attacks against critical infrastructures—as in 
the attacks on oil pipelines and national airports in the Yemen conflict.94 
Moreover, across the world there are a wide range of vulnerable global 
infrastructural ‘pinch points’ (internet connection points, narrow 
shipping canals, breadbasket regions) which, if they are attacked or 
degraded, could precipitate major shocks in the global system.95 Many 
of these could be conceivably attacked through autonomous weapons, 
which could result in regional or even global disaster by the resulting 
knock-on effects, even if they were only temporarily disrupted. For 
instance, AWS could be used to deliver coordinated attacks on nuclear 
power plants, potentially resulting in large fallout patterns and 
contamination of land and food.96 Alternatively, they could be used to 
attack and interrupt any future geo-engineering programs, potentially 
triggering climatic ‘termination shocks’ (where temperatures bounce 
back in ways that would be catastrophically disruptive to the global 
ecosystem and agriculture).97 However, these types of attack do not 
seem to necessarily require autonomous weapons, and while they could 
certainly result in widespread global chaos, it is again unclear if they 
could be scaled up to the threshold of a global catastrophe involving 
over one million casualties.

State attacks with massed LAWS swarms

Within existing research, another frequently discussed hypothetical 
scenario is the idea of well-resourced actors using mass swarms of 
LAWS to carry out global attacks, allowing for “armed conflict to be 
fought at a scale greater than ever”.98 There is also a lively discussion 
about the possibility that mass attacks using swarms of ‘slaughterbots’ 
could allow small-state actors to mount attacks that would kill as many 
as 100,000 people.99

Turchin and Denkenberger have argued that in large enough 
quantities, drone swarms could be destructive enough to constitute a 
GCR, and command errors could result in autonomous armies creating 
a similar level of damage. Still, they predict that, even in those scenarios, 
LAWS are likely to result in broad instability rather than destruction on 
the scale of a GCR.100 More recently, Anthony Aguirre has suggested 
that mass swarms of ‘anti-personnel AWS’ could deliver large-scale 



 25110. Military Artificial Intelligence as a Contributor

destruction at lower costs and lower access thresholds than would be 
required for an equivalently destructive nuclear strike (of an equivalent 
scale as the Hiroshima bombing), and that such weapons could be 
scaled up to inflict extreme levels of global destruction.101 Turchin 
has suggested that drone swarms could become catastrophic risks 
only under very specific conditions, where more advanced (e.g. AGI) 
technologies are delayed, drone manufacture costs fall to extremely low 
bounds, defensive counter-drone capabilities lag behind, and militaries 
adopt global postures that condone the development of drone swarms 
as a strategic offensive weapon.102 Even under these conditions, he 
suggests, drone swarms would be unlikely to ever rise to the level of an 
existential risk, though they could certainly contribute to civilisational 
collapse in the event of an extensive global war.103

Evaluating the feasibility of mass LAWS swarm-attack 
scenarios as GCRs

In both of the above cases, there is reason for concern and precautionary 
study and policy. However, there remain at least some practical reasons 
to doubt that LAWS lend themselves to precipitating catastrophes at a 
full GCR scale in the near term. 

For one, it still is unclear if LAWS would be more cost-effective as 
a mass-attack weapon for states that have other established options. 
On the one hand, Aguirre has argued that ‘slaughterbots’ could be as 
inexpensive as $100, meaning that, even with a 50% unit attack success 
rate, and a doubling of cost to account for delivery systems, the shelf 
price of an attack inflicting 100,000 casualties would be $40 million.104 
However, how does that actually compare to the costs of other mass-
casualty weapons systems? While precise procurement costs remain 
classified, estimates have been given for various nuclear weapon 
assets: US B61 gravity bombs are estimated to cost $4.9 million each 
(with a B-52H bomber carrying 20 such bombs costing an additional 
$42 million); a Minuteman III missile costs $33.5 million apiece (or 
$48.5 million, including the cost of three nuclear warheads).105 The 
cost of North Korean nuclear weapons has been estimated at between 
$18 million and $53 million per warhead.106 Accurate and up-to-date 
cost-effectiveness estimates for other weapons of mass destruction 
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are hard to come by—in 1969, a UN study estimated that the costs of 
inflicting one civilian casualty per square kilometre were about $2,000 
with conventional weapons, $800 with nuclear weapons, $600 with 
chemical weapons, and only $1 with biological weapons.107 However, 
these estimates are likely considerably outdated, and are unlikely to 
reflect the destructive efficiency of contemporary WMDs used against 
modern societies. So, in principle (and perceived only from a narrowly 
economic perspective), LAWS swarms might appear less cost-effective 
than most existing WMDs, although not dramatically so. Even then, 
such swarms could theoretically be competitive, because they are seen 
as more accessible or achievable than other WMDs (in the sense that 
their production may be less reliant on globally controlled resources 
such as fissile materials or toxins). 

Moreover, there may be supply-chain limitations, which could 
result in caps on how many such drone swarm units could be plausibly 
produced or procured. To be sure, assuming very small drones, swarms 
could be scaled up to hundreds of thousands or millions of units. Some 
accounts of drone swarms have envisaged a future of ‘smart clouds’ 
of billions of tiny, insect-like drones.108 Yet this might trade off against 
effective lethality: it seems unlikely that micro-drone systems will be 
able to do much more than reconnaissance, given limits in terms of 
power, range, processing, and/or payload capacity.109 By contrast, 
focusing on LAWS that are able to project lethal force at meaningful 
ranges, the production constraints seem more serious. We can compare 
the production lines for military drones, a technology with more well-
established supply chains: a 2019 estimate by defence information 
group Janes estimated that more than 80,000 surveillance drones and 
2,000 attack drones would be purchased around the world in the next 
decade.110 The civilian drone market is admittedly larger, with around 
five million consumer drones being sold in 2020—a number expected to 
rise to 9.6 million by 2030.111

This suggests that if commercial supply chains were all dedicated to 
the production of LAWS, GCR-scale attacks could come into range. Yet 
the relatively small size of the military drone market is still suggestive 
of the challenges around procuring sufficient numbers of autonomous 
weapons to truly inflict global catastrophe in the next decade or so, and 
possibly beyond. 
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Of course, there might also be counter-arguments that suggest 
these barriers could be overcome, making mass LAWS attacks (at GCR 
scale) more feasible. For instance, it could be misleading to look at 
the raw number of platforms acquired and deployed, since individual 
autonomous weapons platforms might easily be equipped with weapons 
that would allow each platform to kill not one but dozens or thousands, 
depending on the weapon delivered or location of attacks. However, 
this is not the way that ‘slaughterbots’ are usually represented; indeed, 
outfitting these systems with more ordnance would simply make the 
ordnance the bottleneck. 

In the second place, motivated states might be able to step up 
production and procure far larger numbers of these systems than is 
possible today, especially if the anticipated strategic context of their use 
is not counterinsurgency but a near-peer confrontation, where drone 
swarms might become perceived (either accurately or not) as not just 
helpful or cost-saving, but also providing a key margin of dominance. 
For instance, the US Navy in 2020 discussed offensive and defensive 
tactics for dealing with attacks of ‘super swarms’ of up to a million 
drones.112 Increased state attention and enthusiasm for this technology 
could change the industrial and technical parameters rapidly.

In the third place, economies of scale and advances in manufacturing 
capabilities could mean that unit production costs could fall, or mass 
production could be facilitated, potentially enabling the targeting of 
many millions. It is unclear to what level costs would have to fall for 
GCR-scale fleets to become viable (let alone common), however, with 
Turchin suggesting unit costs of below $1.113 Even so, barring truly 
radical manufacturing breakthroughs, producing this would require 
quite significant investments. The above does not even begin to address 
questions of delivery.

The overall point here is therefore not that states will remain 
disinterested in—or incapable of building—drone swarms of a size 
that would enable GCR-scale attacks. Indeed, states have often proven 
willing to invest huge sums in military technologies and their production 
infrastructures and industries.114 Still, even in those cases, LAWS swarms 
will likely not be as destructive as modern thermonuclear weapons: as 
argued by Kallenborn, “[w]hile they are unlikely to achieve the scale 
of harm as the Tsar Bomba, the famous Soviet hydrogen bomb, or most 
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other major nuclear weapons, swarms could cause the same level of 
destruction, death, and injury as the nuclear weapons used in Nagasaki 
and Hiroshima.”115 That suggests that they might be seen by militaries to 
complement rather than substitute for existing deterrents.

The above suggests that LAWS are certainly a real concern, in that it 
appears possible that, if this technology is developed further, it could 
in principle be used to inflict mass-casualty attacks on cities; at the 
same time, it implies that unless political, economic, or technological 
conditions change, swarms of LAWS (whether operated by terrorists or 
states) remain unlikely to be able to inflict GCR-level catastrophes in the 
near future. The scale-up that would be necessary to achieve destruction 
that would qualify it as a GCR does not presently seem to be a realistic 
outcome, both industrially but also politically—particularly given the 
host of similarly or more destructive weapons already available to 
states. All this suggests that, while autonomous weapons would likely 
be disruptive, their use would not scale up to a full GCR under most 
circumstances. Nevertheless, there may be additional edge cases of risk, 
especially in the under-explored scenarios such as the use of LAWS to 
deliver WMDs, and/or their use in mass-scale internal repression or 
genocide.116 This, therefore, is an area that will require further research.

Nuclear weapons and AI 

There is a second way in which military AI systems could rise to 
become a GCR: this is through their interaction with one of the oldest 
anthropogenic sources of global catastrophic risk: nuclear weapons.

Nuclear war as a GCR

To understand the way that AI systems might increase the risk of nuclear 
war in ways that could pose GCRs, it is first key to briefly review the 
ways in which nuclear war itself has become understood as a global 
catastrophic risk. 

Since the invention of atomic weapons, discussions of nuclear 
risk have often been characterised by sharply divergent frames and 
understandings, with many accounts focusing single-mindedly either 
on the perceived irreplaceable strategic and geopolitical benefits derived 
from possessing nuclear weapons, or on the absolutely intolerable 
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humanitarian consequences of their use. The discourses surrounding 
nuclear weapons today often still fall within those categories.117 This 
is not new: early understandings of nuclear weapons vacillated 
between treating them as simply another weapon for tactical use on the 
battlefield,118 or as an atrocious weapon of genocide,119 potentially even 
capable of incinerating the atmosphere, as some lead Manhattan Project 
scientists briefly worried might happen during the Trinity test.120

One fact which no one questions, however, is the historically 
unprecedented capability of nuclear weapons to inflict violence at 
a massive scale.121 The crude atomic bombs dropped by the US on 
Hiroshima and Nagasaki killed at least 140,000 and 74,000 people 
respectively, but more recently, nuclear weapons with similar destructive 
capacity have been considered ‘low-yield’.122 In the decades following 
the Second World War, countries developed thermonuclear weapons 
which, in some cases, were thousands of times more destructive than the 
first atomic bombs.123 Today, the use of a single nuclear weapon could 
kill hundreds of thousands of people, and a nuclear exchange—even 
involving ‘only’ a few dozen nuclear weapons—could have devastating 
consequences for human civilisation and the ecosystems upon which 
we depend.124

If the use of a single nuclear weapon would be a tragedy, the additional 
fact that these weapons would rarely be used in isolation highlights 
clear paths to global catastrophe. According to David Rosenberg, early 
US plans for a nuclear war (drawn up by the Strategic Air Command 
in 1955) were estimated to be able to inflict a total of 60 million deaths 
and another 17 million casualties on the Soviet Union.125 Later plans 
would escalate even further. The 1962 US nuclear war plan, utilising the 
entire US arsenal, would have killed an estimated 285 million people 
and harmed at least another 40 million in the targeted (Soviet-Sino bloc) 
countries alone.126 Daniel Ellsberg, then at DARPA, later recounted war 
plans for a US first-strike on the Soviet Union, Warsaw Pact satellites, 
and China, as well as additional casualties from fallout in adjacent 
neutral (or even allied) countries, which projected global casualties 
rising up to 600 million.127

These estimates proved not to be a ceiling but a potential lower 
bound, once scientists began to focus on potential environmental 
interactions of nuclear war. In 1983, Carl Sagan famously embarked 
on a public campaign to raise awareness about the environmental 
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impacts of nuclear weapons. Along with several colleagues, including 
some in the USSR, Sagan disseminated a theory of “nuclear winter”, 
which holds that fires caused by nuclear detonations would loft soot 
into the stratosphere, leading to cooler conditions, drought, famine, 
and wide-scale death.128 In response to Sagan’s campaign, the US 
government attempted to downplay public discussions of nuclear 
winter, with the Reagan administration stating publicly in 1985 that 
it had “…very little confidence in the near-term ability to predict this 
phenomenon quantitatively.”129 Still, archival materials reveal that, 
internally, administration officials had strong feelings about nuclear 
winter. One employee of the Department of Defense noted at the time 
that the US government and overall scientific community “ought to be a 
bit chagrined at not realizing that smoke could produce these effects.”130

Over time, accounts such as these have led to the creation of a 
nuclear taboo, or norm of non-use,131 although it is unclear whether 
the taboo will stand amid a number of contemporary developments.132 
Today, scholars continue to study the impacts of nuclear detonations, 
with some predicting that even a small nuclear exchange could result 
in nuclear winter. For instance, climate scientist Alan Robock and 
colleagues suggest that “…if 100 nuclear bombs were dropped on cities 
and industrial areas—only 0.4 percent of the world’s more than 25,000 
warheads—[this] would produce enough smoke to cripple global 
agriculture.”133 Even in the limited scenario of such a ‘nuclear autumn’, 
it has been estimated that US and Chinese agricultural production in 
corn and wheat would drop by about 20–40% in the first five years, 
putting as many as two billion people at risk of starvation.134 A larger 
exchange between the US and Russia would have even more serious and 
catastrophic consequences, according to a 2019 analysis of long-term 
climatic effects.135 

To be sure, there remains some dissent over models predicting 
these environmental impacts,136 the science of nuclear winter,137 or 
the status of nuclear war as GCR.138 Assessments of nuclear risk are 
made more difficult still by uncertainty in not just the environmental 
models, but also the underlying strategic dynamics. There are 
deep methodological difficulties around quantifying nuclear risks, 
especially since an all-out nuclear war has never occurred. Whereas 
studies of some (but certainly not all) other GCRs, such as pandemics, 
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can aim and extrapolate from historical disasters, scholars examining 
the risk of nuclear war face the steep challenge of attempting to 
“understand an event that never happened”.139 Nonetheless, different 
approaches attempt to integrate historical base rates for intermediary 
steps (close calls and accidents) with expert elicitation, to come to 
imperfect background estimates.140 

Yet (as even modellers note), such estimates remain subject to 
extreme uncertainty, given the unpredictability of strategy, targeting 
decisions, and complex socio-technical systems. A host of close calls 
during the Cold War show that carefully designed systems are not 
impervious to accidents or immune from human error.141 As normal 
accident theory suggests, undesirable events and accident cascades are 
inevitable,142 and adding in automated components or fail-safe systems 
may sometimes counterintuitively increase overall risk by increasing the 
system’s complexity, reducing its transparency, or inducing automation 
bias.143 The present era is now faced with the question of whether 
emerging technologies such as AI will be equally susceptible to risks 
from normal accidents,144 whether they will contribute to such risks 
in legacy technologies such as nuclear weapons, and whether they 
will make the impacts of already destructive weapons more severe or 
increase the likelihood of their use. 

Overall, the massive loss of life envisioned in nuclear war plans 
certainly qualifies nuclear weapons as a GCR. Whether they are 
considered to pose an existential risk may depend on the number and 
yield of weapons used. Some analyses have suggested that, even in 
extreme scenarios of nuclear war that resulted in civilisational collapse 
and the deaths of very large (>90% or >99.99%) fractions of the world 
population, we might still expect humanity to survive.145 On the other 
hand, it has been countered that, even if such a disaster would not 
immediately lead to extinction, it might still set the stage for a more 
gradual and eventual collapse or extinction over time, or at the very least 
for the recovery of a society with much worse prospects.146 However, 
for many commonly shared ethical intuitions, this distinction may be 
relatively moot.147 Whether or not it is a technical existential risk, any 
further study of nuclear weapons’ environmental and humanitarian 
impacts, including nuclear winter, will likely further corroborate their 
status as a major threat to humanity both today and into the future. 
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Recent developments in nuclear risk and emerging technology

Today’s emergence of military AI therefore comes on top of a number of 
other disruptive developments that have already impacted nuclear risk 
over the past decades, and which have already brought concern about 
nuclear GCRs to the forefront. 

Notably, this attention comes after a period of relative inattention 
to nuclear risk. In the aftermath of the Cold War, the risks posed by 
the existence of nuclear weapons were seen to be less immediate and 
pronounced. Accordingly, discussions came to focus more on nuclear 
security, including efforts after the fall of the Berlin Wall to secure Soviet 
nuclear materials,148 as well as the challenges of preventing terrorist 
acquisition of WMDs, such as through the UNSC Resolution 1540 and 
the Nuclear Security Summit initiatives. In the last decade, however, 
converging developments in geopolitics and military technology have 
brought military (and especially nuclear) GCRs back to the fore. 

First, the relative peace that followed the Cold War has been replaced 
by competition between powerful states, rather than fully cooperative 
security (or hegemony) in many domains. Geopolitical tensions between 
major powers have been inflamed, visible in the form of flashpoints 
from Ukraine to the South China Sea. Meanwhile, the regimes for the 
control of WMDs have come under pressure.149 Nuclear arms control 
agreements between the US and Russia (such as the Intermediate-
Range Nuclear Forces Treaty and the Anti-Ballistic Missile Treaty) have 
been cancelled by Presidents Trump and Bush; other nuclear states such 
as the UK, France, or China are not restrained by binding nuclear arms 
control agreements. Although the US and Russia extended the New 
Strategic Arms Reduction Treaty in March of 2021,150 the future of arms 
control is uncertain amid ongoing disputes between the owners of the 
world’s two largest nuclear arsenals,151 and tensions between the West 
and Russia over Putin’s invasion of Ukraine. In the absence of open 
channels of communication and risk reduction measures, the dangers of 
miscalculation are pronounced.152

Second, various states have undertaken programs of nuclear 
re-armament that reach beyond maintenance and replacement of 
existing systems, opposing the spirit of the Nuclear Non-Proliferation 
Treaty’s commitment to continued disarmament.153 For example, the 
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US recently deployed a new low-yield submarine-launched ballistic 
missile and requested funding for research and development on a new 
sea-launched cruise missile.154 Seeing its nuclear arsenal as guarantor 
of its great-power status, Russia has modernised its nuclear arsenal,155 

as well as investing in a new generation of exotic nuclear delivery 
systems, including Poseidon (autonomous submarine nuclear drones),156 
Burevestnik (nuclear-powered cruise missile),157 Kinzhal (air-launched 
ballistic missile), and Avangard (hypersonic glide vehicle).158 While the 
Chinese nuclear force still lags substantially behind those of its rivals 
in size, it too has begun a program of nuclear force expansion; analysts 
estimate that its arsenal has recently surpassed France’s to become the 
world’s third largest,159 and there are concerns that the construction of 
new ICBM fields shows an expansion in force posture from minimum 
to medium deterrence.160 China in 2021 also conducted an alleged test 
of a Fractional Orbital Bombardment System (FOBS).161 In its 2021 
Integrated Review, the UK recommended an expansion of its nuclear 
stockpile by over 40%, to 260 warheads.162

The third trend relates to the ways in which strategic stability is 
further strained by the introduction of new technologies, from the United 
States’ Conventional Prompt Global Strike to a range of programs aimed 
at delivering hypervelocity missiles, which risk exacerbating nuclear 
dangers by shortening decision timelines, or which introduce ‘warhead 
ambiguity’ around conventional strikes which could be mistaken 
as nuclear ones.163 New technologies will make states more adept at 
targeting one another’s nuclear arsenals, creating a sense of instability 
that could lead to pre-emption and/or arms-racing.164 Not only are states 
engaging individually in the development of these technologies, the 
last few years have also seen an increasing number of strategic military 
partnerships involving such technologies, and shaping and constraining 
their use.165

In sum, there are several external trends that frame the historical 
intersection of nuclear risk with emerging military AI technologies: an 
increase in inter-state geopolitical tensions, state nuclear rearmament or 
armament, and the introduction of other novel adjacent technologies. 
These trends all intersect with the advances of military AI, and against 
the backdrop of an alleged ‘AI Cold War’.166
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This brings us back to our preceding discussion: even if many 
military AI applications are not a direct GCR, there are concerns at 
their intersection with nuclear weapons. Yet how, specifically, could 
the use of AI systems to automate, support, attack, disrupt, or change 
nuclear decision-making interact with the already complex geometry 
of deterrence, creating new avenues for deliberate or inadvertent global 
nuclear catastrophe?

Nuclear weapons and AI: Usage and escalation scenarios

As discussed, militaries have a long history of integrating computing 
technologies with their operations—and strategic and nuclear forces 
are no exception. This has led some to raise concerns about the 
potential risks of such integrations. In the late 1980s, Alan Borning 
noted that “[g]iven the devastating consequences of nuclear war, it 
is appropriate to look at current and planned uses of computers in 
nuclear weapons command and control systems, and to examine 
whether these systems can fulfil their intended roles”.167 On the Soviet 
side, there were similar concerns over the possibility of triggering a 
‘computer war’, especially in combination with launch on warning 
postures and the militarisation of space. As Soviet scholar Borish 
Raushenbakh noted, “[t]otal computerization of any battle system is 
fraught with grave danger”.168 Scruples notwithstanding, during the 
late Cold War the Soviet Union did in fact develop and deploy the 
‘Perimeter’ (or ‘Dead Hand’) system; while still including a small 
number of human operators, when switched on during a crisis period 
the system was configured to (semi-)automatically launch the USSR’s 
nuclear arsenal, if its sensors detected signs of a nuclear attack and lost 
touch with the Kremlin.169

As previously stated, concerns about the potentially escalatory 
effects of AI on the nuclear landscape have been somewhat more 
extensively examined than other possible military AI GCR scenarios. 
In this section, we examine established research investigating potential 
risk scenarios arising from the intersection between AI and the nuclear 
weapons infrastructure. We therefore concern ourselves not only with 
the direct integration of AI into nuclear decision-making functions, 
such as launch orders, but also with the application of AI in supporting 
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or tangentially associated systems, as well as its indirect effects on the 
broader geopolitical landscape. Throughout the Cold War, US and 
Soviet NC3 featured automated components, but today there is an 
increasing risk that AI will begin to erode human safeguards against 
nuclear war. Although NC3 differs by country, we define it broadly as 
the combination of warning, communication, and weapon systems—as well 
as human analysts, decision-makers, and operators—involved in ordering and 
executing nuclear strikes, as well as preventing unauthorised use of nuclear 
weapons.

NC3 systems can include satellites, early warning radars, command 
centres, communication links, launch control centres, and operators 
of nuclear delivery platforms. Depending on the country, individuals 
involved in nuclear decision-making might include operators of warning 
radars, analysts sifting through intelligence to provide information 
about current and future threats, authorities who authorise the decision 
to use nuclear weapons, or operators who execute orders.170 Differences 
in posture among nuclear weapon possessors mean that their NC3 
varies considerably: for example, while China has dual-use land- and 
sea-based nuclear weapons,171 the United Kingdom has only a sea-based 
nuclear deterrent, and its NC3 systems do not support any conventional 
operations.172

To understand how AI could affect the risk of a global nuclear war, it is 
important to distinguish between distinct escalation routes. Following a 
typology by Johnson,173 we can distinguish intentional and unintentional 
escalation. Under (1) intentional escalation, one state has (or gains) a 
set of (AI + nuclear) strategic capabilities, as a result of which they 
knowingly take an escalatory action for strategic gain (e.g. they perceive 
they have a first-strike advantage, and launch a decapitation strike); 
this stands in contrast to various forms of (2) unintentional escalation—
situations where “an actor crosses a threshold that it considers benign, 
but the other side considers significant”.174

Specifically, unintentional escalation can be further subdivided into 
(2a) inadvertent escalation (mistaken usage on the basis of incorrect 
information); (2b) catalytic escalation (nuclear war between actors A 
and B, triggered by the malicious actions of a third party C against either 
party’s NC3 systems); or (2c) accidental escalation (nuclear escalation 
without a deliberate and properly informed launch decision, triggered 
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by a combination of human and machine interaction failures, as well as 
background organisational factors).175

Additionally, AI can be used in, around, and against NC3 in a 
number of ways, all of which can contribute to different combinations of 
escalation risk (and thereby GCR). We will therefore review some uses 
of military AI, and how these could increase the risk of one or more 
escalation routes being triggered.

Autonomised decision-making 

The first risk involves integrating AI directly into NC3 nuclear decision-
making.176 This could involve giving systems the ability to authorise 
launches, and/or to allow AI systems to compose lists of targets or attack 
patterns following a launch order, in ways that might not be subject to 
human supervision.

It should be immediately noted that few states currently appear 
interested in the outright automation of nuclear command and control 
in any serious way.177 While commentators within the US defence 
establishment have called for the US to create its own AI-supported 
nuclear ‘Dead Hand’,178 senior defence officials have explicitly claimed 
they draw the line at such automation, ensuring there will always be 
a human in the loop of nuclear decision-making.179 Likewise, Chinese 
programs on military AI currently do not appear focused on automated 
nuclear launch.180 

Indeed, in addition to a lack of interest, there may be outstanding 
technical limits and constraints posed by existing AI progress. For 
instance, it has been argued that current machine-learning systems 
do not lend themselves well to integration in nuclear targeting, given 
the difficulty of collating sufficient (and sufficiently reliable) training 
datasets of imagery of nuclear targets (e.g. mobile launch vehicles), which 
some have argued will provide ‘enduring obstacles’ to implementation.181 

If that is the case, highly anticipated applications may remain beyond 
current AI capabilities. 

Nonetheless, even if no state is known to have directly done so today, 
and some technical barriers remain for some time, this avenue cannot 
be ruled out and should be cautiously observed. If configurations of 
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AI decision-making with nuclear forces were developed, this could 
introduce considerable new risks of false alarms, or of accidental 
escalation—especially given the history of cascading ‘normal accidents’ 
that have affected nuclear forces.182

Human decision-making under pressure 

More broadly, the inclusion of AI technology in NC3 may increase the 
pace of conflicts, reducing the time frame in which decisions can occur 
and increasing the potential likelihood for inadvertent or accidental 
escalation.183 As the perception of an adversary’s capabilities are 
equally as important in deterrence efforts as their actual capabilities, a 
military’s understanding of what (their or their adversaries’) military 
AI systems are in fact able to accomplish may also spur miscalculation 
and inadvertent escalation.184 Therefore, AI systems might not need 
to be deployed to create a destabilising nuclear scenario, as long as 
they are perceived as creating additional pressures that can lead to 
miscalculation, or rushed and ill-informed actions.185

AI in systems peripheral to NC3 

Furthermore, AI does not need to be directly integrated into NC3 
itself in order to affect the risks of nuclear war. As noted by Avin and 
Amadae, while there has been extensive attention on first-order effects 
of introducing technologies into nuclear command-and-control and 
weapon-delivery systems, there are also higher-order effects which 
“stem from the introduction of such technologies into more peripheral 
systems, with an indirect (but no less real) effect on nuclear risk”.186 For 
instance, even if militaries believe that AI is not usable for direct nuclear 
targeting or command, AI systems can still bring about cascading effects 
through their integration into systems that peripherally impact the safe 
and secure functioning of NC3; these might include electrical grids, 
computer systems providing access to relevant intelligence, or weapon 
platforms associated with the transportation, delivery, or safekeeping of 
nuclear warheads. 
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AI as threat to the information environment and accurate intelligence

A fourth avenue of risk is regarding AI’s effects on the broader information 
environment surrounding, framing, and informing nuclear decision-
making. In recent years, researchers have begun to explore the ways in 
which novel AI tools can enable disinformation,187 and how this may 
affect societies’ epistemic security188 in ways that make it harder to agree 
on truth and take coordinated actions that could be crucial for societies 
to mitigate GCRs (whether this includes coordinated de-escalation 
around nuclear risks, or other coordination to mitigate other GCRs). 
For instance, Favaro has mapped how a range of technologies, including 
AI, might serve as Weapons of Mass Distortion.189 She distinguishes four 
clusters of technological effects on the information environment—those 
that “distort”, “compress”, “thwart”, or “illuminate”. A more contested 
or unclear information environment would also open up new attack 
surfaces that could be exploited by third-party actors to trigger catalytic 
escalation amongst its adversaries. 

AI as cyber threat to NC3 integrity 

Whereas some AI uses within NC3 might be dangerous because of the 
vulnerabilities they create (as failure points, human decision compressors, 
or attack surfaces), another channel could involve the use of AI as a tool 
for attacking NC3 systems (regardless of whether they involve AI). 
This could involve the use of AI-enabled cyber capabilities to attack and 
disrupt NC3.190 Experts are increasingly concerned that NC3 is vulnerable 
to cyberattacks, and that the resulting escalation or unauthorised launch 
could potentially trigger a GCR scenario.191 AI technology has been shown 
to be capable of facilitating increasingly powerful and sophisticated 
cyberattacks, with increased precision, scope, and scale.192 Although 
there is no evidence of states systematically deploying AI-enabled cyber-
offensive weapons to date, the convergence of AI and cyber-offensive 
tools could exacerbate the vulnerabilities of NC3.193 This could lead to 
deliberate escalation of offensive cyber-security strategies.194

Cyber attacks also can be hard to detect and attribute (quickly);195 

therefore they may be misconstrued, leading to unintentional or catalytic 
escalation. For example, an offensive operation targeting dual-use 
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conventional assets could be interpreted as an attack on NC3.196 It is 
also broadly agreed that AI acts as a force multiplier for cyber-offensive 
capabilities.197 However, it is less clear whether AI will strengthen cyber 
defence to the same degree as it might strengthen offensive capabilities. 
The precise effect on the offence-defence balance may be critical to the 
overall picture.198 Stronger offensive capabilities could further increase 
the risk of pre-emptive cyber attacks and subsequently intentional 
escalation, which would be especially dangerous in the context of 
nuclear weapon systems.

Broader impacts of AI on nuclear strategic stability 

Moreover, the broader deployment of military AI in many other areas 
could indirectly lead to the disruption of nuclear strategic stability, which 
could increase the risk of potential intentional or inadvertent escalation. 

AI technology could be used to improve a state’s capabilities 
in locating and monitoring an adversary’s nuclear second-strike 
capabilities. For example, better and cheaper autonomous naval drones 
could track nuclear-armed submarines. This, in turn, could increase the 
state’s perception of likely success in destroying said capabilities before 
the state’s adversary is able to utilise them, and therefore may make 
a pre-emptive nuclear strike a more attractive strategy than before.199 

Other risks could come from the integration of AI in novel autonomous 
platforms that are able to operate and loiter in sensitive areas for longer.200 

Even if they were only deployed in order to monitor rival nuclear forces, 
their pre-positioned presence close to those nuclear assets might prove 
destabilising, by convincing a defender that they are being deployed to 
‘scout out’ or engage nuclear weapons in advance of a first strike. In 
these ways, autonomous systems could increase the risks of intentional 
escalation (when they give a genuine first-strike advantage to one state, 
or are perceived to do so by another), inadvertent escalation (when 
errors in their information streams lead to a misinformed decision to 
launch), or accidental escalation risks, starting the chain of escalation 
towards a nuclear GCR. Zwetsloot and Dafoe concur that this increased 
perception of insecurity in nuclear systems could lead to states feeling 
pressured during times of unrest to engage in pre-emptive escalations.201
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Finally, in an effort to gain a real or perceived nuclear strategic 
advantage against their adversaries, while engaging in an AI race, states 
may place less value on AI safety concerns and more on technological 
development.202 This could result in what Danzig has called a “technology 
roulette”203 dynamic, with increased risk of prematurely adopting 
unsafe AI technology in ways that could have profound impacts on the 
safety or stability of states’ nuclear systems.

Contributing factors to AI-nuclear risks

It is important to keep in mind that the risks generated jointly by AI and 
nuclear weapons are a function of several factors. Firstly, nuclear force 
posture differs by country, with some forces being more aggressively 
postured, in ways that enable swifter or immediate use. Additionally, 
depending on NC3 system design and the degree of force modernisation, 
AI will interact differently with NC3’s component parts—and even 
dangerously, with brittle legacy systems. Third, the relative robustness 
or vulnerability of NC3 systems to cyberattacks, for example, will 
impact systems’ resilience to malicious attacks. Along those lines, states’ 
perception of their own vulnerability (as well as the aggressiveness of 
attackers) will impact stability. This is especially true given that, within 
complex systems and even through the use of extensive red teaming, it is 
impossible to identify all system flaws. Fourth, governments’ willingness 
to prematurely deploy AI, either within NC3 and surrounding systems or 
to augment offensive options for targeting NC3, will be a determinant of 
catastrophic risk. Fifth, open dialogue, arms control, and risk reduction 
measures can reduce the potential for nuclear escalation, and a lack of 
such dialogue can be detrimental. Lastly, luck and normal accidents will 
inevitably play a role—a fact which highlights unpredictable outcomes 
amid increased complexity.

Questions for the GCR community

The above discussion has covered a wide range of themes and risk 
vectors to explore whether—or in what ways—military AI technology 
is a GCR. Given this, what are the lessons and insights? What policies 
will be needed to mitigate the potential global catastrophic risks from 
military AI technology, especially at the intersection with nuclear risk? 
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Finally, going forward as a field, what are the new lines of research that 
are needed? 

There are lessons specific for the different communities, future 
questions they should take on, and outlines for an integrated research 
agenda into military technology, actors, and GCRs that will need further 
urgent exploration. This chapter has highlighted the urgent need for 
greater conversation between the different communities engaged on 
GCRs; on the ethics, safety, and implications of AI; and on nuclear 
weapons and their risks. We require cross-pollination between these 
fields, as well as contributions from people with robust expertise in AI 
and nuclear policy. 

In the first place, scholars in defence should reckon with safety and 
reliability risks around military AI in particular (especially insofar as 
it poses a GCR), including topics such as robustness, explainability, or 
susceptibility to adversarial input (‘spoofing’). To mitigate these risks, 
there is value in working with defence industry stakeholders to draw 
red lines, and to clarify procurement processes.204

For nuclear thinkers, there should be greater understanding of 
the complexities and risks of introducing AI technologies in nuclear 
weapons. Practically, it will be critical to study how the changing risks 
of nuclear war—as mediated by AI and machine learning—will impact 
not just GCR risk, but also the established taboo on nuclear weapons 
use. How will these changing risks impact governments’ calculus 
about maintaining nuclear arsenals? Are there grounds for optimism 
about whether or how the ‘nuclear taboo’ might be elaborated or even 
extended to a nuclear-AI taboo? 

Finally, for experts in both the military and AI fields, more attention 
needs to be dedicated to investigating the complex and quickly 
evolving environment that is military AI—especially risks arising at 
the intersection between nuclear weapons and AI. As made clear in this 
chapter, concerns around this are not as clear-cut as one might believe 
upon first glance. Instead, there are a number of possible risk vectors 
arising from the use of AI throughout the wider landscape, all of which 
could lead to different forms of nuclear escalation. 

In addition, while our analysis in this chapter has made it clear that, 
at present, there is a small risk of LAWS becoming GCRs, this may not 
always be the case. It would be useful not only to continue to monitor 
the development of LAWS to assess if the likelihood of them leading 
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to global catastrophic events alters, but also to find out how they may 
interact with other potential GCRs. For example, what might be the 
possibility of using LAWS to deliver WMDs, and what kind of risk 
impact could the combination of the two feasibly have? This is another 
potentially worthwhile avenue for future research. 

It is clear that the question ‘Is military AI a GCR?’ is not only 
complicated to address, but also a moving target owing to the rapidly 
evolving technology and risk landscape. To be clear: our preliminary 
analysis in this chapter has suggested that not all military AI applications 
qualify as GCRs; however, it also highlights that there are distinct 
pathways of concern. This is especially the case where emerging military 
AI technologies intersect with the existing arsenals and command 
infrastructures of established GCR-level technologies—most notably 
nuclear weapons. All in all, we invite scholars and practitioners from 
across the defence studies, GCR, and AI fields (and beyond) to take up 
the aforementioned challenges, ensuring that this next chapter in global 
technological risk is not the final one.
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